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ABSTRACT

Recently Graph Neural Networks (GNNs) have greatly advanced the
task of graph classification. When building a GNN model for graph
classification, the graphs in the training set are often assumed to be
identically distributed. However, these graphs could have dramati-
cally distinct structures, which indicates that these graphs could be
non-identically distributed. Therefore, in this paper, we aim to de-
velop graph neural networks for graphs that are assumed to be not
non-identically distributed. Specifically, we propose a general non-
IID graph neural network framework, i.e., Non-IID-GNN. Given a
graph, Non-IID-GNN can adapt any existing graph neural network
model to generate a sample-specific model for this graph. Compre-
hensive experiments on various graph classification benchmarks
demonstrate the effectiveness of the proposed framework. We will
release the implementation of the proposed framework upon the
acceptance of the paper.
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1 INTRODUCTION

Graphs are natural representations for many real-world data such
as social networks [8, 10, 21, 22], biological networks [1, 4, 16, 18]
and chemical molecules [2, 5, 7]. A crucial step to perform down-
stream tasks on graph data is to learn better representations. Deep
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neural networks have demonstrated great capabilities in represen-
tation learning for Euclidean data and thus have advanced numer-
ous fields including speech recognition [13], computer vision [9]
and natural language processing [3]. However, they cannot be di-
rectly applied to graph data due to its complex topological structure.
Recently, Graph Neural Networks (GNNs) have generalized deep
neural networks to graph data that typically perform transforming,
propagating and aggregating node features across the graph. They
have boosted the performance of many graph related tasks such
as node classification [8, 10], link prediction [6, 17, 25] and graph
classification [11, 23]. In this work, we aim to advance Graph Neural
Networks for graph classification.

In graph classification, each graph is treated as a data sample and
the goal is to train a classification model on a set of training graphs
that can predict the label for an unlabeled graph by leveraging its
associated node features and graph structure. There are numerous
real-world applications for graph classification. For example, it can
be used to infer whether a protein functions as an enzyme or not
where proteins are denoted as graphs [4]; and it can be applied
to forecast Alzheimer’s disease progression in which individual
brains are represented as graphs [19]. In reality, graphs in the same
training set can present distinct structural information. Figure 1a
demonstrates the distribution of the number of nodes for protein
graphs in the D&D dataset [4] where the number of nodes varies
dramatically from 30 to 5,748. We further illustrate two graphs
from D&D in Figures 1b and 1c, respectively. These two graphs
present very different structural information such as the number of
edges, density and diameters. The above investigations indicate that
graphs in the same training set could follow different distributions.
In other words, they may be non-identically distributed. In fact,
this observation is consistent with existing work. For example, it
is evident in [20] that due to differences in individual brains, the
distribution of the brain data can vary remarkably across individu-
als. It naturally raises the question — whether we should treat these
training graphs differently? To investigate this question, we divide
graphs from D&D into two groups based on the number of nodes
— one for graphs with a small number of nodes and the other for
graphs with a large number of nodes. Then, we split each group
into a training set and a test set. We train two GCN models! [10]
based on two training sets, separately, and test their performance
on the two test sets. The results are shown in the Figure 1d. The
GNN model achieves much better performance on the test from the

!The GCN model was originally designed for semi-supervised node classification,
we include a max-pooling layer to generate graph-level representation for graph
classification.
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Figure 1: An Illustrative Example of Varied Structural Information and its Impact on the Performance of Graph Neural Net-

work based Graph Classification.

same group that suggests that efforts are desired to consider the
difference.

In this paper, we propose to design graph neural networks for
graphs that are assumed to be non-identically distributed. In partic-
ular, we target on addressing two challenges — (a) how to capture
the distributions of graphs that are often not available; and (b) how
to integrate them to build graph neural networks for graph classifi-
cation. To tackle these two challenges, we propose a novel graph
neural network framework, Non-IID-GNN, for graph classification,
which can learn graph-level representations for non-identically dis-
tributed graphs. We design comprehensive experiments on numer-
ous graph datasets from various domains to verify the effectiveness
of the proposed framework.

2 THE PROPOSED FRAMEWORK

The majority of traditional graph neural networks assume that
graphs in the same training data are identically distributed and
thus they train a unified GNN model for all graphs. In this section,
we introduce the proposed framework Non-IID-GNN that has been
designed for graphs assumed to be non-identically distributed.

2.1 The Overall Design

In this work, graphs are assumed to be non-identically distributed.
Thus, we are desired to build distinct GNN models for graphs with
different distributions. To achieve this goal, we face tremendous
challenges. First, we have no explicit knowledge about the underly-
ing distributions of graphs. Second, if we separately train different
models for graphs with different distributions, we have to split the
training graphs for each model; as a consequence, the training data
for each model could be very limited. For example, in the extreme
case when one graph has a unique distribution, we only have one
training sample for the corresponding model. Third, even if we
can well train distinct GNN models for different graphs, during the
test stage, for an unlabelled graph, which trained model we should
adopt to make the prediction?

In this work, we propose a Non-IID graph neural network frame-
work, i.e., Non-IID-GNN, which can tackle the aforementioned
challenges simultaneously. An overview about the architecture of
Non-IID-GNN is demonstrated in Figure 2. The basic idea of Non-
IID-GNN is - it approximates the distribution information of a
graph sample g; via an adaptor network on its structural informa-
tion, which serves as the adaptor parameters to adapt each GNN
block for g; and the adapted GNN model GNN; can be viewed as a
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Figure 2: An overview of the proposed Non-IID graph neural
network.

specific graph classification model for g;. The underlying distribu-
tion of a given sample may have different influences on different
GNN blocks. Thus, for each GNN block, we introduce one adaptor
network. To solve the first challenge of no knowledge about the
underlying distribution, we develop an adaptor network to approx-
imate the distribution information of a graph through its observed
structural information. To tackle the second challenge, we learn a
set of shared models including adaptor networks and GNN blocks,
which are trained among all the graph samples, and thus preseving
the common knowledge from the whloe dataset. With this design,
the third challenge is addressed automatically. Given an unlabeled
graph g;, the trained Non-IID-GNN will generate an adapted GNN
model GNN; to predict its label. Next we will introduce details
about the adaptor network, the adapted graph neural network for
each graph, and the time complexity analysis.

2.2 The Adaptor Network

The goal of the adaptor network is to approximate the distribution
information of a given graph. In particular, we utilize the structural
information as input for the adaptor network to achieve this goal.
The intuition is — the structural differences of graphs are caused
by their different distributions; thus, we want to estimate the dis-
tribution from the observed structural information via a powerful
adaptor network. Graph neural networks often consist of several
subsequent filtering and pooling layers, which can be viewed as
different blocks of the graph neural network model. As mentioned
before, the distribution of a graph may influence each GNN block
differently. Thus, we build an adaptor network to generate adaptor
parameters for each block. We first extract a vector s; to denote the
structural information of a given graph g;. We will discuss more
details about s; in the experiment section. As shown in the left part
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of Figure 2, the adaptor networks take the structural information
s; as input and generate the adaptation parameters for each block.
Assuming that we have K blocks in the graph neural network, we
have K independent adaptor networks. Note that these adaptor
networks share the same input s; while their outputs can be dif-
ferent. Specifically, the adaptor network for the j-th block can be
expressed as follows:

¢ij =hj(si;Qj),j=1,....K, (1)
where Q; denotes the parameters of the j-th adaptor network and
¢ij denotes its output, which will be used to adapt the j-th learning
block. The adaptor h; can be modeled using any functions. In this
work, we utilize feed-forward neural networks due to their strong
capability in approximating any functions. For convenience, we
summarize the process of the K adaptor networks for g; as follows:

®; = H(s;; Qp), (2

where ®; contains the generated adaptation parameters of the graph
gi for all the GNN blocks and Qg denotes the parameters of the K
adaptor networks.

2.3 The Adapted Graph Neural Network

Any existing graph neural network model can be adapted by the
Non-IID-GNN framework to generate sample-specific models based
on the sample’s structural information. Therefore, we first generally
introduce the GNN model for graph classification and describe
how it can be adapted based on a specific given sample. Then, we
illustrate how to adapt a specific GNN model.

2.3.1 A General Adapted Framework. A typical GNN framework
for graph classification usually contains two types of layers, i.e., the
filtering layer and the pooling layer. The filtering layer takes the
graph structure and node representations as input and generates re-
fined node representations as output. The pooling layer takes graph
structure and node representations as input to produce a coarsened
graph with a new graph and new node representations. A general
GNN framework for graph classification contains K pooling layers,
each of which follows K stacking filtering layers. Hence, there are
K = Kp * Ky learning blocks in this GNN framework. A graph-level
representation can be obtained from these layers that can be further
utilized to perform the prediction. Given a graph sample g;, we
need to adapt each of the K layers according to its distribution
information from the adaptor network. Via this process, we can
generate a GNN model GNNj specific to g;.

Without the loss of generality, when introducing a filtering layer
or a pooling layer, we use an adjacency matrix A € R™" and node
representations X € R4 to denote the input of these layers where
n is the number of nodes and d is the dimension of node features.
Then, the operation of a filtering layer can be described as follows:

Xnew :f(A)X§9f) (3)

where 0y denotes the parameters in the filtering layer and Xpew €

R™%dnew denotes the refined node representations with dimension

dnew generated by the filtering layer. Assuming @ is the corre-
sponding adaptor parameters for this filtering layer, we adapt the
model parameter 0 of this filtering layer as follows:

9}" :0f0¢f, (4)
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where 9}" is the adapted model parameters that has the same di-
mension as the original model parameter 0; and ¢ is the adaptation
operator. The adaption operator can have various designs, which
can be determined according to the specific GNN model. We will
provide the details of the adaptation operator when we introduce
concrete examples in the following subsections. Then, with the
adapted model parameters, we can define the adapted filtering
layer as follows:

Xnew:f(A,X;9f°¢f)~ (5)
The process of a pooling layer can be described as follows:
Anew Xnew = p(AX; ep), (6)

where 0, denotes the parameters of the pooling layer, Apeq €
R newXMnew with npeq, < n is the adjacency matrix for the newly
generated coarsened graph and Xyeyw € R7newXdnew is the learned
node representations for the coarsened graph. Similarly, we adapt
the model parameters of the pooling layer as follows:

0;” = 9]7 <& ¢P’ (7)
which leads to the following adapted pooling layer:
Anews Xnew = p(AX; 0 © ¢p), ®)

where ¢, is the adaptation parameters generated by the adaptor
network for this pooling layer.

To summarize, given a graph sample g;, its specific adaptor pa-
rameters ®; learned by the adaptor networks, and a GNN framework
GNN (-|®0gNN) with model parameters of all layers summarized in
OGNN, we can generate an adapted GNN specific for the sample g;
as GNN; (-|0gnN OD;). Here, we summarize the layer-wise adap-
tion operation using @gnN O ®;. There are numerous GNN models
designed for graph classification [6, 11, 15, 24]. The proposed frame-
work can be applied to the majority of these models. In this work,
we focus on two representative GNN models including GCN [10]
and Diffpool [23]. We would like to leave the investigations of other
GNN models as one future work.

2.3.2  Adapted GCN: Non-IID-GCN. Graph Convolutional Network
(GCN) [10] is originally proposed for semi-supervised node classifi-
cation task. The filtering layer in GCN is defined as follows:

Xnew = f(AX:0f) = o(D I AD"IXW), ©)

where A = A +1 represents the adjacency matrix with self-loops,
D=y i A; j is the diagonal degree matrix of A and W € R¥%dnew
denotes the trainable weight matrix in filtering layer and o(-) is a
nonlinear activation function. With the adaptation parameter ¢
for the corresponding filtering layer, the adapted filtering layer can
be represented as follows:

Xnew = f(A.X:6f) = (D2 ADIX(W o 6p)).  (10)
Specifically, we adopt FILM [14] as the adaption operator. In this
case, the dimension of the adaptor parameter is 2d, i.e., ¢ € R2d,
We split ¢ into two parts yr € R? and Br € R? and then the
adaptation operation can be expressed as follows

Wogs=(WObr(ys,dnew)) +br(ff, dnew), (11)

where br(a, k) is a broadcasting function that repeats k times for
the vector a; hence, br(yf, dnew) € R9Xdnew and br(ﬁf, dnew) €
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R?Xdnew have the same shape as W and © denotes the element-wise

multiplication between two matrices.

To utilize GCN for graph classification, we introduce a node-wise
max pooling layer to generate graph representation from the node
representations as follows:

xG = p(A,X;0p) = max(X), (12)

where xg € R%ev denotes the graph-level representation and
max() takes the maximum over all the nodes. Note that the max-
pooing operation does not involve learable parameters and thus no
adaptation is needed for it. We refer to an adapted GCN framework
as Non-IID-GCN.

2.3.3  Adapted diffpool: Non-1ID-Diffpool. Diffpool is a hierarchical
graph level representation learning method for graph classifica-
tion [23]. The filtering layer in Diffpool is the same as (9) and its
corresponding adapted version is shown in (10). Its pooling layer is
defined as follows:

S = softmax(fa(A, X;0r,)), (13)
Xpew =S Z, (14)
Anew = STAS, (15)

where f; is a filtering layer embedded in the pooling layer, S €
R"™Mnew is a soft-assignment matrix, which softly assigns each
node into a supernode to generate a coarsened graph. Specifically,
the structure and the node representations for the coarsened graph
are generated by (15) and (14) respectively, where Z € R™¥dnew ig
the output of the filtering layers to the pooling layer. To adapt the
pooling layer, we only need to adapt (13), which follows the same
way as introduced in (10) as it is also a filtering layer. We refer to
the adapted diffpool model as Non-IID-Diffpool.

3 EXPERIMENT

In this section, we conducted comprehensive experiments to verify
the effectiveness of the proposed Non-IID-GNN framework. We first
describe the implementation details of the proposed framework.
Then, we evaluate the performance of the framework by comparing
original GCN and Diffpool with the adpated GCN, Diffpool models
by the Non-IID-GNN framework. Next, we analyse the importance
of different components in the adaptor operator. Finally we conduct
some case studies to further facilitate our understanding of the
proposed method.

3.1 Experimental Settings

We carried out graph classification tasks on eight datasets from
various domains with a variety of representative baselines. Next,
we describe the datasets and the baselines.

We choose eight graph datasets to evaluate the proposed frame-

work including D&D [4], ENZ [18], PROT [1], NCI1 and NCI109 [18],

COLLAB, RE-BI and RE-5K [22]. More details about these datasets
are demonstrated in Table 1.

In Section 2.3, we apply the proposed framework to two graph
neural networks: a basic graph convolutional network (GCN) [10]
and an advanced graph convolutional network with hierarchical
pooling, Diffpool [23]. The corresponding adapted versions are Non-
IID GCN and Non-IID Diffpool, respectively. Our evaluation purpose

Table 1: The statistics of eight datasets. #Graphs denotes
the number of graphs. #Class denotes the number of graph
classes. #Nodes(avg + std) denotes the average and standard
deviation of the number of nodes among the graphs.

Datasets #Graphs #Class #Nodes(avg+ std)
DD 1,178 2 284.3+ 272.0
ENZ 600 6 32.6+ 14.9

PROT 1,113 2 39.06+ 45.8
NCI1 4,110 2 29.87+ 13.5
NCI109 4,127 2 29.68+ 13.6
COLLAB 5,000 3 74.49+ 62.3
RE-BI 2,000 2 429.63+ 554.0
RE-5K 4,999 5 508.52+ 452.6

is if the proposed framework can boost the performance of existing
models by adapting them to their corresponding NonlID versions. Thus,
(1) to validate the effectiveness of the proposed model, we compare
Non-IID-GCN, Non-IID-Diffpool with GCN and Diffpool; and (2)
we do not choose models in [6, 11, 15, 24] as baselines since the
proposed framework can be applied to adapt them as well. Besides,
we also develop baseline methods , Multi-GCN and Multi-Diff. They
learn multiple graph convolutional networks for graph samples
with different structural information. Multi-GCN (or Multi-Diff)
consists of several GCN (or Diffpool) models trained from different
subsets of the training dataset. We first cluster data samples from
training set into different training subsets based on the graph struc-
tural information. Note that in this work, the structural information
s; of gi includes the number of nodes, the number of edges and the
graph density. Then we train different models from different train-
ing subsets. During the test phase, given a test graph sample, we
first assign it to one cluster with the smallest euclidean distance
between its graph structural information and the centroid of the
training cluster. Then, we choose the model trained on the cluster
for prediction. In this experiment, we set the number of clusters to
2 and 3, and denote the corresponding frameworks as Multi-GCN-2
(or Multi-Diff-2) and Multi-GCN-3 (or Multi-Diff-3).

3.2 Graph Classification Performance
Comparison

For each graph dataset, we randomly shuffle the dataset and then
split 90% of the data into the training set and the remaining 10% as
test set. We train all the models on the training set and evaluate
their performance on the test set with accuracy as the measure. We
repeat this process for 10 times and report the average performance.
The GCN/Non-IID-GCN model consists of 3 filtering layers and
a single max-poling layer; the hidden dimension of each filtering
layer is 20; and ReLU [12] activation is applied after each filtering
layer. For Diffpool/Non-IID-Diffpool, we follow the setting of the
original paper [23] with K = 2, Ky = 3 and the dimension of
hidden filtering layer 20. We adopt fully-connected networks to
implement the adaptor networks in the Non-IID-GNN frameworks.
Its input dimension is the same as the dimension of the graph
structural information.



Non-1ID Graph Neural Networks

Woodstock ’18, June 03-05, 2018, Woodstock, NY

Table 2: Comparisons of graph classification performance of in terms of accuracy.

Methods Datasets
DD ENZ PROT NCII NCI109 COLLAB RE-BI RE-5K
GCN 0.7716 05176 07662 0.7715 07574  0.6986  0.8189 0.5039
Diffpool 0.7823 05771 07894 0.8017 07718 0704  0.8972 0.5646
Multi-GCN-2 | 0.7435 04521 07950 0.7743 07515  0.699 _ 0.7938 0.5088
Multi-GCN-3 | 0.7435 04604 0.7962 0.7749 07555  0.6815  0.8888  0.470
Multi-Diff-2 | 07672 0.5292 0.8001 0.7948 0.7797  0.7168  0.8736 0.5385
Multi-Diff-3 | 0.7716 04896 0.8255 07908 07797 07178  0.8896 0.5312
Non-IID-GCN | 0.7931 05592 0.7788 0.7877 _ 0.7705 _ 07316 _ 0.9039 0.5293
Non-IID-Diffpool | 0.7856 05854 0.7939 0.7932 07755 0738  0.9292 0.5541

Table 3: Ablation Study

Datasets
Methods DD ENZ PROT NCII NCI109 COLLAB RE-BI RE-5K
GCN 0.7716 05176 07662 0.7715 07574 _ 0.6986 _ 0.8189 05039
Non-IID-GCN,, | 0.781 05225 07761 0779 0759 07084 08517 0.5173
NonIID-GCNj | 07797  0.54 07793 07877 07714 07116  0.8878 05188
Non-IID-GCN | 0.7931 0.5592 0.7788 0.7878 0.7705 _ 0.7316 _ 0.9039 0.5293

Table 4: Adaptability Study

Datasets Methods
Non-IID-Diffpool  Diffpool Non-IID-GCN  GCN
ENZ 0.2564 0.2222 0.2222 0.2051
RE-BI 0.7855 0.5265 0.7019 0.5042

The results are shown in Table 2. We notice that Multi-GCN and
Multi-Diff frameworks sometimes can obtain comparable perfor-
mance with their original versions. This observation suggests that
training graphs should be considered differently. However, most
of the time, Non-IID-GCN and Non-IID-Diffpool outperform the
corresponding Multi-GCN and Multi-Diff frameworks. Simply train-
ing different models for different graphs can lead to unsatisfactory
performance because less training data is available for each model.
We observe that the adapted GCN model, Non-IID-GCN, consis-
tently obtains better performance than the original GCN model. We
also find similar observations when comparing Non-IID-Diffpool
with the original Diffpool model. These observations demonstrate
that the sample-wise adaptation performed by the Non-IID-GNN
framework can boost the performance of GNN frameworks.

To further show the adaptability of the proposed framework
to new graphs with different distributions, we first order graphs
according to their sizes from small to big and then we choose first
80% as training and the remaining 20% as test. The purpose of this
setting is to simulate the distributions of graphs in the test are
different from these in the training set. The results on the ENZ
and RE-BI datasets are shown in Table 4. We can observe that the
advantage of the non-iid frameworks is much more significant
under this setting that demonstrates the ability to adapt to new
graphs.

3.3 Ablation Study

In this subsection, we investigate the effectiveness of different com-
ponents in the adaptor operator in Equation (11) used in our model.
Specifically, we want to investigate whether y; and fy play im-
portant roles in the adaptor operator by defining the variants of
Non-IID-GCN -Non-IID-GCNy: It is a variant of the adaptor oper-
ator with only element-wise multiplication operation where instead
of (11), the adaptation process is now expressed as: Wogr = (WO
br(yf, dnew)); and Non-IID-GCNg: It is a variant of the adaptor
operator with only element-wise addition operation where instead
of (11), the adaptation process is now: W o ¢r = W + br (B, dnew).

Following the previous experimental setting, we compared Non-
IID-GCN with its variants. The results are presented in Table 3.
We observe that both Non-IID-GCNy and Non-IID-GCNg can
outperform the original GCN model. It indicates that both terms
with y and f are effective for the adaptation and utilizing either
one of them can already adapt the original model in a reasonable
manner. We also note that the Non-IID-GCN model outperforms
both Non-1ID-GCN;, and Non-1ID-GCNg on most of the datasets.
It demonstrates that the adaption effects of the term with y and
are complementary to each other and combing them together can
further enhance the performance.

4 CONCLUSION

In this paper, we propose a general graph neural network frame-
work, Non-IID-GNN, to deal with graphs that are non-identically
distributed. Given a graph sample, the Non-IID-GNN framework is
able to approximate its underlying distribution information from
its structural information, the Non-IID-GNN framework can then
adapt any existing GNN-based graph classification model to gener-
ate a specific model for this sample, which is then utilized to predict
the label of this sample. Comprehensive experiments demonstrated
that the Non-IID-GNN framework can effectively adapt both flat
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GNN model and hierarchical GNN model to enhance their per-
formance. An interesting future direction is to better infer the
underlying distribution given a graph sample. Instead of utilizing
hand-engineered graph properties to approximate the underlying
distribution information of a given sample, we can design more
sophisticated algorithm to achieve this goal.
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