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ABSTRACT
Generating text from graph-based data, such as Abstract Meaning
Representation (AMR), is a challenging task due to the inherent
difficulty in how to properly encode the structure of a graph with la-
beled edges. To address this difficulty, we propose a new model that
encodes the different but complementary perspectives of structural
information contained in the AMR graph. Our architecture learns
parallel and complementary representations of nodes using state-of-
the-art graph encoders. Experimental results demonstrate that the
dual graph representation leads to improvements in AMR-to-Text
generation, achieving 24.32 BLEU on LDC2015E86 dataset, outper-
forming recent models and 27.87 BLEU on LDC2017E10 dataset,
outperforming state of the art by 3.33 points.
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1 INTRODUCTION
Abstract Meaning Representation (AMR; Banarescu et al. [1]) is
a linguistically-grounded semantic formalism that represents the
meaning of a sentence as a rooted directed graph, where nodes are
concepts and edges are semantic relations. As AMR abstracts away
from surface word strings and syntactic structure producing a lan-
guage neutral representation of meaning, it is potentially beneficial
in many semantic related NLP tasks, including text summarization
[18] and machine translation [27].

The purpose of AMR-to-Text generation is to produce a text
which verbalises the meaning encoded by the input AMR graph.
This is a challenging task as capturing complex structural infor-
mation stored in graph-based data is not trivial. Recently, Graph
Neural Networks (GNNs) have emerged as a powerful class of meth-
ods for learning richer graph representation [4, 32]. Previous work
have applied GNNs to the task of AMR-to-Text generation [2, 8, 28]
directly encoding the graphs. However, they rely on anonymiza-
tion thereby losing more precise semantic meaning or do not well
exploit the graph structure information.

In this paper, we explore the usefulness of encoding different
views of the AMR graph. Pre-neural work on Data-to-Text gen-
eration focus on modeling different views of the input. Carroll
and Oepen [6] propose a bottom-up surface realiser which uses a
chart-based generation strategy, whereas Narayan and Gardent [21]
present a hybrid bottom-up and top-downmodel for text generation
with lexicalist grammars. Inspired by these pre-neural approaches,
we create top-down and bottom-up graph perspectives and employ
graph encoders to learn their graph contextualized representation.

Therefore, for each concept or relation, each graph encoder spe-
cializes in learning a different representation (in an incoming or
outgoing perspective). Recent work [2, 8, 15, 19, 28] aggregate all
the immediate neighborhood information of a node at the same
time. To alleviate this issue, we develop parallel and complementary
representations of the AMR graph. Thereby, we ease the burden
on the neural model in representing every relation at once. More-
over, it is not required to add positional information [2], since the
graphs do not become essentially undirected. Indeed, Moryossef
et al. [20] show that high-quality structured inputs enhance the
text generation process.

Our proposed models learn richer node representations employ-
ing graph encoders based on different classes of GNNs1. Experi-
ments on two AMR datasets demonstrate the effectiveness of our
approach, leading to improvements that outperform state-of-the-art
models in AMR-to-Text generation, including the one that leverages
additional syntactic information [5].

2 RELATEDWORK
Early work on AMR-to-Text generation employs statistical methods
[10, 24] and applies linearization of the graph by means of a depth-
first traversal. Recent approaches have exhibited success using
encoder-decoder neural architectures. Konstas et al. [16] achieve
promising results on this task. However, they strongly rely on the
addition of silver training data and anonymization of named entities
– our approach, in contrast, allows to omit both of these steps.

A graph-to-sequence model was first introduced by Xu et al.
[33] that use a inductive node embedding approach based on the
GraphSAGE [12]. Marcheggiani and Perez-Beltrachini [19] show
that explicitly encoding the structure of the graph is beneficial with
respect to sequential encoding, evaluating their model on two tasks,
WebNLG [11] and SR11Deep [3].

Song et al. [28] and Beck et al. [2] apply recurrent networks in
their models to learn node embeddings for AMR graphs, in order
to generate sentences. In particular, Song et al. [28] use a graph
LSTM as the graph encoder, whereas Beck et al. [2] apply a gated
recurrent unit (GRU). We go a step further in that direction and
develop parallel encodings of graphs which are able to highlight
different graph properties. Koncel-Kedziorski et al. [15] propose
an attention model for graph encoding based on Graph Attention
Networks (GAT) [30], that generates sentences from knowledge
graphs.

1Our code is available at https://github.com/UKPLab/dlg19-dualgraph2text

https://github.com/UKPLab/dlg19-dualgraph2text
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Cao and Clark [5] factor the generation process leveraging syn-
tactic information to improve the performance. However, they lin-
earize both AMR and constituency graphs, which implies that im-
portant parts of the graphs cannot well be represented (e.g., coref-
erence). Our work is related to Damonte and Cohen [8] who show
that GCNs alone cannot accomplish good performance for AMR-
to-Text generation. They use stacking of GCN and LSTM layers to
improve the model capacity. However, our model is substantially
different: (i) we learn dual representation capturing top-down and
bottom-up adjuvant views of the graph, (ii) employ more effective
graph encoders (with different neighborhood aggregations) than
GCN and (iii) apply copy and coverage mechanisms and do not
utilize entity anonymization [16].

3 MODEL IMPLEMENTATION
3.1 Graph preparation
Let G = (V ,E,R) denote a rooted directed AMR graph with nodes
vi ∈ V and labeled edges (vi , r ,vj ) ∈ E, where r ∈ R is a relation
type. n = |V | andm = |E | denote the number of nodes and edges,
respectively. We convert each AMR graph into an unlabeled con-
nected bipartite graph Gt = (Vt ,Et ), transforming each labeled
edge (vi , r ,vj ) ∈ E into two unlabeled edges (vi , r ), (r ,vj ) ∈ Et ,
with |Vt | = n +m and |Et | = 2m. This process, called Levi Transfor-
mation [2], turns original edges into nodes creating an unlabeled
graph. The new graph allows us directly representing the relation-
ship between nodes using embeddings.

Finally, we create a graph Gr = (Vt ,Er ), where each directed
edge ek = (vi ,vj ) ∈ Et becomes ek = (vj ,vi ) ∈ Er , that is, we
reverse the direction of original edges. Note that Gt and Gr are
top-down and bottom-up perspectives of the original graph, respec-
tively.

3.2 Model
We represent each node with a node embedding ni ∈ Rd , gener-
ated from the word contained in the node. In order to explicitly
encode structural information, our encoder starts with two graph
encoders, denoted by GEt and GEr , that compute representations
for nodes in Gt and Gr , respectively. The goal of GEs is to capture
the richer structural representation of each vertex considering the
graph structure, that is, each GE focuses on the structure of its
particular graph, Gt or Gr . Note that Gt and Gr capture top-down
and bottom-up perspectives of the graph structure. Moreover, each
graph encoder is forced to focus on its own perspective, learning
node representations based on its specific view of the graph. In
particular, for each node vi ∈ Vt , the GE receives its embedding
and the graph structure and computes its node representation:

hti = GEt (ni ,Gt ),

hri = GEr (ni ,Gr )

Each nodevi is represented by two different hidden representations,
hti and h

r
i . Note that we learn two representations per relation and

node of the original AMR graph. The final hidden states hti and h
r
i ,

and embedding ni contain different information regarding vi . We
concatenate them building a final node representation:

ri =
[
hti ∥ h

r
i ∥ ni

]

Figure 1: Encoder architecture. The encoder receives the two
representations of theAMRgraph and generates richer node
representations that are used in the decoder.

The final representation ri is employed in a sequence input of
a bidirectional LSTM [25]. For each AMR graph, we generate a
node sequence by depth-first traversal order. In particular, given
a representation sequence from r1 to rN , the hidden forward and
backward states of ri are defined as:

−→
h i = LSTMf (ri ,

−→
h i−1),

←−
h i = LSTMb (ri ,

←−
h i−1),

where LSTMf is a forward LSTM and LSTMb is a backward LSTM.
Then we obtain the final hidden states by concatenating them as
hi = [

−→
h i ∥
←−
h i ], which saves the information of both the preceding

and the following nodes. Figure 1 shows the proposed encoder
architecture.

Finally, an attention-based decoder is leveraged to generate sen-
tences, attending to edges and nodes hidden representations. Pre-
vious work [2, 5, 8] use anonymization to handle names and rare
words, alleviating the data sparsity. Differently, to avoid repetition
and to address out-of-vocabulary issues for rare target words, we
employ copy and coverage mechanisms [26].

3.3 Graph Neural Networks
For each GE, we employ distinct strategies for neighborhood ag-
gregation, adopting three GNNs: Gated Graph Neural Networks
(GGNN, Li et al. [17]), Graph Attention Networks (GAT, [30]) and
Graph Isomorphic Networks (GIN, [32]).

Gated Graph Neural Networks. GGNN employs gated recurrent
units to encode node representations. In particular, the l-th layer
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Figure 2: Distribution of the AMR graph diameter (left) and
node degree (right) in the training set for LDC2015E85 (red)
and LDC2017T10 (blue) datasets.

of a GGNN is calculated as:

h(l )i = GRU
(
h(l−1)i ,

∑
j ∈N(i)

W1h
(l−1)
j

)
whereN(i) is the immediate neighborhood ofvi and GRU is a gated
recurrent unit [7].

Graph Attention Networks. GAT applies attentive mechanisms
to improving the exploitation of non trivial graph structure. They
encode node representations by attending over its neighbors, fol-
lowing a self-attention strategy:

h(l )i = αi,iW2h
(l−1)
i +

∑
j ∈N(i)

αi, jW2h
(l−1)
j

where attention coefficients αi, j are computed as:

αi, j =
exp

(
σ
(
a⊤[W2h

(l−1)
i ∥W2h

(l−1)
j ]

))
∑

k∈N(i )
exp

(
σ
(
a⊤[W2h

(l−1)
i ∥W2h

(l−1)
k ]

))
where σ is the activation function and ∥ denotes concatenation.
W1,W2 and a are model parameters.

Graph Isomorphic Networks. GIN is a GNN as powerful as theWL
test [31] in representing isomorphic and non-isomorphic graphs
with discrete attribute. Its l-th layer is defined as:

h(l )i = hW
(
h(l−1)i +

∑
j ∈N(i)

h(l−1)j

)
where hW is a multi-layer perceptron (MLP).

Each of these GNNs applies different neighborhood aggregation
and has achieved expressive results onmany graph tasks [17, 30, 32].

4 EXPERIMENTS
4.1 Data
We use two AMR corpora, LDC2015E85 and LDC2017T10 with the
default split of 16833/1368/1371 and 36521/1368/1371 instances for
training, development and testing, respectively2. Figure 2 shows
the distribution of AMR graph diameter and node degree for both
datasets. The AMR graph structures are similar for most examples.
Note that 90% of AMR graphs in both datasets have diameter less
2The datasets can be found at https://amr.isi.edu/download.html

Model BLEU METEOR
LDC2015E86

Song et al. (2018) [28] 23.28 30.10
Damonte et al. (2019) [8] 24.40 23.60
Cao et al. (2019) [5] 23.50 -
seq2seq 22.55 ± 0.17 29.90 ± 0.31
graph2seq-GIN 22.93 ± 0.20 29.72 ± 0.09
graph2seq-GAT 23.42 ± 0.16 29.87 ± 0.14
graph2seq-GGNN 24.32 ± 0.16 30.53 ± 0.30

LDC2017T10
Song et al. (2018) [28] 24.86 31.56
Back et al. (2018) [2] 23.30 -
Damonte et al. (2019) [8] 24.54 24.07
Cao et al. (2019) [5] 26.80 -
seq2seq 22.73 ± 0.18 30.15 ± 0.14
graph2seq-GIN 26.90 ± 0.19 32.62 ± 0.04
graph2seq-GAT 26.72 ± 0.20 32.52 ± 0.02
graph2seq-GGNN 27.87 ± 0.15 33.21 ± 0.15

Table 1: BLEU and METEOR scores on the test set of
LDC2015E86 and LDC2017T10 datasets.

or equal than 11 and 90% of nodes have degree of 4 or less. Very
similar graphs pose difficulty for the graph encoder by making it
harder to learn the differences between their similar structures.
Therefore, the word embeddings used as input play an important
role in helping the model to deal with language information. That
is one of the reasons why we concatenate this information in the
final node representation ri .

4.2 Implementation details
We extract vocabularies from the training sets and the word embed-
dings are initialized from GloVe pretrained word embeddings [23]
on Common Crawl. Hyper parameters are tuned on the develop-
ment set of LDC2015E86 dataset. For GIN, GAT and GGNN graph
encoders, we set the number of layers to 2, 5 and 5, respectively.
To regularize the model, during training we apply dropout [29]
between graph layers with a rate of 0.3. The graph encoder hidden
vector sizes are set to 300 and hidden vector sizes for LSTMs are
set to 900.

Our models are trained end-to-end to minimize the negative joint
log likelihood of the target text vocabulary and the copied node, and
are trained for 15 epochs with early stopping based on development
accuracy. For our models and baseline we used a two-layer LSTM
decoder. We use Adam optimization [13] as the optimizer with an
initial learning rate of 0.001 and 20 as batch size. Beam search with
beam size of 5 is used for decoding.

4.3 Results
We compare our models against several state-of-the-art results re-
ported on these datasets [2, 5, 8, 28]. We call our models graph2seq-
GIN (isomorphic encoder), graph2seq-GAT (graph-attention en-
coder) and graph2seq-GGNN (gated-graph encoder), according to
the graph encoder utilized. As a baseline, we train an attention-
based encoder-decoder model with copy and coverage mechanisms

https://amr.isi.edu/download.html
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AMR graph (a / agree :ARG0 (a2 / and :op1 (c / country :wiki China :name (n / name :op1
China)) :op2 (c2 / country :wiki Kyrgyzstan :name (n2 / name :op1 Kyrgyzs-
tan))) :ARG1 (t / threaten-01 :ARG0 (a3 / and :op1 (t2 / terrorism) :op2 (s
/ separatism) :op3 (e / extremism)) :ARG2 (a4 / and :op1 (s3 / security :mod
(r / region)) :op2 (s4 / stability :mod r)) :time (s2 / still) :ARG1-of (m /
major-02)) :medium (c3 / communique :mod (j / joint)))

REF China and Kyrgyzstan agreed in a joint communique that terrorism, separatism and extremism still pose major
threats to regional security and stability.

seq2seq In the joint communique, China and Kyrgyzstan still agreed to threaten terrorism, separatism, extremism and
regional stability.

Song et. al (2018) [28] In a joint communique, China and Kyrgyzstan have agreed to still be a major threat to regional security, and regional
stability.

graph2seq-GGNN At a joint communique, China and Kyrgyzstan agreed that terrorism, separatism and extremism are still a major
threat to region security and stability.

Table 2: Examples of text generation from AMR graphs. REF is the reference sentence.

[26], and use a linearized version of the graph generated by depth-
first traversal order as input. We use both BLEU [22] and METEOR
[9] as evaluation metrics3. In order to mitigate effects of random
seeds, we report the averages for 4 training runs of each model
along with their standard deviation. Table 1 shows the comparison
between our model, the baseline and other neural models on the
test set of the two datasets.

For both datasets, our approach significantly outperforms the
seq2seq baselines. In LDC2015E86, graph2seq-GGNN achieves a
BLEU score of 24.32, 4.46% higher than Song et al. [28], who also
use the copy mechanism. This indicates that our architecture can
learn to generate better signals for text generation. On the same
dataset, we have competitive result to Damonte and Cohen [8],
however we do not rely on preprocessing anonymisation avoid
losing more precise semantic signals. In LDC2017T10, graph2seq-
GGNN achieves a impressive BLEU score of 27.87, which is 13.56%
higher than the best state-of-the-art model that does not employ
external information [8].

We also outperform Cao and Clark [5] improving BLEU scores by
3.48% and 4%, in LDC2015E86 and LDC2017T10, respectively. In con-
trast to their work, we do no rely on (i) leveraging supplementary
syntactic information and (ii) we do not require an anonymiza-
tion pre-processing step. graph2seq-GIN and graph2seq-GAT have
comparable performance on both datasets, with graph2seq-GIN
having a slightly better performance in both BLEU and METEOR
scores on LDC2017T10. Interestingly, graph2seq-GGNN has the
better performance among our models. This suggests that graph
encoders based on RNNs are very effective in text generation mod-
els. Our results empirically show that it is possible to incorporate
more refined structured biases into the model, without relying on
entity anonymization, positional embeddings and other artificial
modifications in the topology of the graph.

Table 2 shows example outputs of seq2seq, Song et al. [28] and
graph2seq-GAT. REF denotes the reference output sentence. While
this is a single example, it suggests that computing dual node rep-
resentation is beneficial for this task, which is supported by quanti-
tative results.

3For BLEU, we use the multi-BLEU script from the MOSES decoder suite [14].
For METEOR, we use the original meteor-1.5.jar script (https://github.com/cmu-
mtlab/meteor)

Model BLEU METEOR SIZE
biLSTM 22.50 30.42 57.6
GEt + biLSTM 26.33 32.62 59.6
GEr + biLSTM 26.12 32.49 59.6
GEt + GEr + biLSTM 27.37 33.30 61.7

Table 3: Ablation study on LDC2017T10 datasets. BLEU and
METEOR scores on the development set of LDC2017T10 and
number of model parameters (millions) including embed-
dings.

4.4 Ablation study
In Table 3, we report an ablation study on the impact of each compo-
nent of our model on the development set of LDC2017T10 dataset,
by removing the graph encoders. We also report the number of
parameters used in each model. The first thing we notice is the huge
increase in metric scores (17% in BLEU) when applying the graph
encoder layer (only withGEt ), as the neural model receives signals
regarding the graph structure of the input. The dual representation
(with GEt and GEr ) helps the model with a different view of the
graph, increasing BLEU andMETEOR scores by 1,04 and 0.68 points,
respectively. The complete model has slightly more parameters than
the model without graph encoders (57.6M vs 61.7M).

5 CONCLUSION
We have studied the problem of generating text from AMR graphs.
We have shown that our models exceed in producing text fromAMR
graphs, in comparison to state-of-the-art techniques [2, 5, 8, 28]. It
overcomes their limitations by using a dual graph-encoder which
jointly creates two parallel and adjuvant representations of the
graph. We showed that encoding the dual representation enhances
the overall performance. Finally, different models to generate graph
representations tend to capture different properties [4], and choos-
ing the most suitable graph encoder and architecture is important
when considering different graph-based NLP tasks.
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