An Anatomy of Graph
Neural Networks Going Deep via
the Lens of Mutual Information:

Exponential Decay vs. Full Preservation



Summary

Graph Convolutional Networks (GCN)

cannot benefit from using a deep architecture!

Lietal 2018/2019, Oono et al. 2019,
identified the problem as oversmoothing.

Pillar 1. Empirical Study
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Can we make GCN as

powerful
as Graph CNN?

(a) GCN Layer
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* How fundamental 1s the decomposition strategy in GraphCNN? i .
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* Can GCN match the accuracy of ResNet empirically? vy | ]
(b) GraphCNN Layer
100 100 100 100 ﬁHg 4 \
Jok—pe—H——K—K =X Joh—p—H KK ved . 7
80 N 80 CNN 80 NN 80 CNN TXIXT & Oan e .
1y o —~ cosaonen of
g 60 CON 60 M—M 60 | Yo=K —HK—=K 60 KD __ S GCN : : Bl FHEH | SZ s
3 7 G000 G;O_Q O 9000000
40 ; p ; “ ) e o |loee
20 Best GCN Accuracy in (a) Best GCN Accuracy in (a) 20 Best GCN Accuracy in (a) 000 ”f‘o © i o toet
(wW/o stride, w/o skip links, w/o AP) (w/o stride, w/o skip links, w/o AP) (w/o stride, w/o skip links, w/o AP) GOQO GO0 P GO0 o (Q“D I - 2000
. . 0 0 SN e ]
0 3 6 9 12 15 18 0 3 6 9 12 15 18 0 6 9 12 15 18 0 3 6 9 12 15 18 - + " - “ qx 1
# Layers # Layers # Layers # Layers TR Sy I Qu @i
6866 & 2 & BBEB
(b) w/ Stride, w/o Skip Links (c) w/ Stride, w/ Skip Links  (d) w/ Stride, w/ Skip Links, w/AP \ /

(@) w/o Stride, w/o Skip Links

Figure: Test Accuracy on CIEAR-10

Pillar 2. Theoretical Study

* What are the benefits introduced by graph decomposition in GraphCNN, compared with GCN?

o Mutual information exponentially decays with number of layers in GCIN/

o The regime where GCIN loses information is much larger compared to that of GraphCININ/

Figure: GCN vs. GraphCNN
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