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Knowledge Graph (KG)
• A knowledge graph 𝒢 with entity set ℰ and relation set ℛ is defined as 𝒢 =

𝑒&, 𝑟, 𝑒) 𝑒&, 𝑒) ∈ ℰ, 𝑟 ∈ ℛ , where each triplet (𝑒&, 𝑟, 𝑒)) represents a fact of the 
relation 𝑟 from head entity 𝑒& to tail entity 𝑒).

KG for Recommendation
+ User entity set 𝒰 ⊂ ℰ.
+ Item entity set ℐ ⊂ ℰ.
+ Relation “purchase”.

KG-based Explainable Recommendation
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Problem Definition
• Inputs: knowledge graph 𝒢, user 𝑢 ∈ 𝒰 and integer 𝐾,𝑁.
• Outputs: a set of recommended items 𝑖5 5∈[7] ⊆ ℐ such that each pair 
(𝑢, 𝑖5) is associated with one reasoning path 𝑝; 𝑢, 𝑖5 , 2 ≤ 𝑘 ≤ 𝐾.
• 𝑁: number of recommendations for each user.
• 𝑝; 𝑢, 𝑖5 : a path of length 𝑘 from node 𝑢 to node 𝑖5.

Challenges
• Unknown target: items (target node) are NOT known before path 

finding.
• Large node degree: this leads to large search space.

KG-based Explainable Recommendation
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Example

KG-based Explainable Recommendation
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Inputs: KG, 𝑢=“user A”, 𝐾=3, N=3.
(Assume “item A” is potential recommendation.)

Outputs: 
One of the following paths:
• “user A” à “purchase” à “item B” à “purchase” à

“user B” à “purchase” à “item A”

• “user A” à “mention” à “feature A” à “described_by” 

à ”item A”



• Pre-defined & Post-hoc
• Most existing works generate paths in either the pre-defined or the post-hoc

manner.
• However, the resulting paths cannot reflect the decision-making process of the 

models.

• In-progress
• Limited works generate paths in the in-progress manner.
• However, the recommendation performance is weakened by the path 

reasoning due to large search space over KG.

Related Work
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• Can we first generate a coarse-grained explanation to portray “user 
profile”?
• Then perform path reasoning over KG based on the “profile”?

Motivation
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• Goal
• Given a user over a KG, how to find a set of paths that eventually arrives at 

some items of interest.
• Explicit path reasoning over KG.
• Good recommendation performance.

• Our Method
• Neural-Symbolic Representation Learning
• Neural-Symbolic Explainable Recommendation

A Neural-Symbolic Approach
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• Question 1
How to empower the model with path reasoning ability?

• Answer
Learning from training paths by maximizing the log likelihood of the 

paths being generated by our model.

Neural-Symbolic Representation Learning
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• Given a user–item path 𝐿 = 𝑢, 𝑟@, 𝑒@, 𝑟A, 𝑒A, … , 𝑒 C D@, 𝑟 C , 𝑖 ,
• Maximize log likelihood of 𝑃 𝐿 𝑢; Θ with model parameters Θ:

log 𝑃 𝐿 𝑢; Θ = K
)L@..|C|

log 𝑃 𝑒), 𝑟) 𝑢, ℎ); Θ

𝑃 𝑒), 𝑟) 𝑢, ℎ); Θ =
1
𝑍
exp(𝑠(𝑒), 𝑟), 𝑢, ℎ); Θ))

where 
• ℎ) = {𝑢, 𝑟@, 𝑒@, … , 𝑟)D@, 𝑒)D@} is the history prior to the 𝑡-th step.
• 𝑍 is a normalization term.
• 𝑠(𝑒), 𝑟), 𝑢, ℎ); Θ) is a score indicating how likely node 𝑒) is being generated via 

relation 𝑟) given 𝑢, ℎ).

Neural-Symbolic Representation Learning
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• We estimate 𝑠(𝑒), 𝑟), 𝑢, ℎ); Θ) via a neural relation module 𝜙YZ :
𝑠 𝑒), 𝑟), 𝑢, ℎ); Θ = ⟨𝒆𝒕, 𝜙YZ(𝒖, 𝒉𝒕; Θ)⟩
𝜙YZ(𝒖, 𝒉𝒕; Θ) = 𝑊b𝜎(𝑊A𝜎(𝑊@[𝒖; 𝒉𝒕]))

• For each relation 𝑟 in the knowledge graph, we maintain a neural 
relation module 𝜙Y .

Neural-Symbolic Representation Learning

𝜙YZ

𝒖

𝒉𝒕

d𝒆𝒕 Output vector d𝒆𝒕 is used to find 
the possible next-hop entities!𝒉𝒕 is the output from the 

previous module 𝜙YZef .

𝒖 is the input user vector 
to control personalization.
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• 𝐿 = 𝑢, 𝑟@, 𝑒@, 𝑟A, 𝑒A, … , 𝑒 C D@, 𝑟 C , 𝑖

Neural-Symbolic Representation Learning

𝜙Yf

𝒖

𝒉𝟏 d𝒆𝟏 𝜙Yh

𝒖

d𝒆𝟐 𝜙Y|j|d𝒆 𝑳 D𝟏

𝒖
d𝒆 𝑳 D𝟏…

𝑠@ = 𝒆𝟏, d𝒆𝟏 𝑠A = 𝒆𝟐, d𝒆𝟐 𝑠|C| = 𝒊, d𝒆|𝑳|

log 𝑃 𝐿 𝑢; Θ log exp 𝑠@ − log 𝑍@ log exp 𝑠A − log 𝑍A log exp 𝑠|C| − log 𝑍|C|…

• Model parameters Θ include entity embedding + neural relation modules. 
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• For all users {𝑢} along with the training paths set {𝐿n},
• We can estimate model parameters  oΘ :

oΘ = argmaxt K
n

ℓvw)&(Θ; {𝐿n})

ℓvw)& Θ; 𝐿n = K
Cx

log 𝑃 𝐿n 𝑢; Θ

Neural-Symbolic Representation Learning

Path regularization: composition of neural relation modules 
is more likely to generate paths that assemble 𝐿n .
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• Question 2

How to guarantee recommendation performance?

• Answer

Imposing an additional ranking loss to distinguish the quality of reached 
items.

Neural-Symbolic Representation Learning
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• For each user 𝑢 along with the path set {𝐿y}, and

• For each path 𝐿n, there is a set of negative items {𝑖D} w.r.t (u, 𝑖{),

• The goal is to minimize the ranking loss ℓYw5;:

ℓYw5; Θ; {𝐿n} = K
Cx

K
|e
𝜎 𝑠 𝑖D, 𝑟 Cx , 𝑢, ℎ Cx − 𝑠 𝑖{, 𝑟 Cx , 𝑢, ℎ Cx

𝑠 𝑖, 𝑟 Cx , 𝑢, ℎ Cx = 𝒊, 𝜙Y jx 𝒖, 𝒉𝒕; Θ

Neural-Symbolic Representation Learning
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• For each user 𝑢 along with the path set {𝐿y}, and

• A set of negative items {𝑖D} w.r.t each path 𝐿y: 𝑢 ↝ 𝑖{,

• The goal is to minimize the ranking loss ℓYw5;:

ℓYw5; Θ; {𝐿n} = K
Cx

K
|e
𝜎 𝑠 𝑖D, 𝑟 Cx , 𝑢, ℎ Cx − 𝑠 𝑖{, 𝑟 Cx , 𝑢, ℎ Cx

𝑠 𝑖, 𝑟 Cx , 𝑢, ℎ Cx = 𝒊, 𝜙Y jx 𝒖, 𝒉𝒕; Θ

Neural-Symbolic Representation Learning

Pairwise ranking: the model is more likely to reach a 
positive item 𝑖{ than the negative items {𝑖D}.
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• Overall objective

ℓw~~ Θ = K
n

ℓvw)&(Θ; {𝐿n}) + 𝜆ℓYw5;(Θ; {𝐿n})

where 𝜆 is weighting factor over ranking loss.

Neural-Symbolic Representation Learning
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A two-stage approach
• Coarse-grained explanation: construct a personalized layout of neural 

network structure.
• Fine-grained explanation: perform path reasoning with the composed 

network for recommendation.

Neural-Symbolic Explainable Recommendation
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Generating Coarse-grained Explanation (Layout)
• Given a user 𝑢 and a set of patterns (rules) {𝜋@, … , 𝜋�}, the goal is to 

construct a tree-structured layout such that the selected patterns can 
be used to generate reasoning paths with high probability.

Neural-Symbolic Explainable Recommendation
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Generating Coarse-grained Explanation (Layout)
• Solution:

• Given a user 𝑢, for each pattern 𝜋, we estimate a heuristic score

𝑣 𝑢, 𝜋 = 𝐸Cx� log 𝑃 𝐿n� 𝑢; Θ
where 
• 𝐿n� is the path of pattern 𝜋 starting from 𝑢, randomly sampled from training set.
• For each user, select top patterns {𝜋} with the largest score 𝑣 𝑢, 𝜋 .
• Aggregate all the selected patterns 𝜋 .

Neural-Symbolic Explainable Recommendation
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Generating Fine-grained Explanation (Paths)
• Given the user and the layout, how to generate a set of paths for 

recommendation?
• Solution

Neural-Symbolic Explainable Recommendation
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• 4 Amazon e-commerce datasets

Datasets
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• Recommendation performance
• Our method outperforms all other baselines on all datasets in terms of NDCG, 

Hit Rate, Recall and Precision.

Main Results
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• When no ranking loss is imposed, our method still outperforms the 
baseline.
• The best performance is achieved when the weight is around 10.

Influence of Ranking Loss
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• Uniform: randomly choose a set of patterns to construct the layout.
• Prior: choose patterns based on frequency of training paths.
• Heuristic: the proposed method.

Effectiveness of Layout



• Example

Case Study
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• A neural-symbolic reasoning approach for explainable 
recommendation over KG

• Generate explanations in two stages:

• A coarse-grained explanation (abstract layout)
• A find-grained explanation (concrete paths)

• Experimental results show promising recommendation performance 
by our method.

Conclusion
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